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Summary

The expression for the distribution of the between groups sum of squares is
obtained as a linear combination of central chi-squares and hence that of the
estimator of group Tariance component, in one-way unbalanced random, classi
fication. Tho rth cumulant of the group variance component estimator is
derived in terms of trace of a power matrix, whose elements depend only on
group sizes.

Keywords : Chi-square, Characteristic roots, Variance Covariahco matrix,
EflBciency.

Introduction

In balanced situations, the components sums of squares are distributed
independently as some constant times chi-squares for normal populations.
When group sizes are unequal, the non-null distribution of the between
groups sum of squares in one-way random classification, is not a constant
rimes chi-square. Hence, under unbalanced situations, the distribution of
analysis of variance estimator of the group variance component is not a
linear combination of two central chi-squares as the case with balanced
situations. However, the estimator can be expressed as a linear combina
tion of many central chi squares some of them with negative coefficients
(Harville, [4]).
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For the one-way classification Crump [2] and Searie [10] give separate
expressions for the variance of the between groups variance component
estimator with some typographical errors. The expressions for higher
order moments are not yet available in the literature. In this paper we
obtain an expression for the analysis of variance estimator of the group
variance component as a linear combination of independent central chi-
square variables in one-way unbalanced random classification. Using
these expressions we derive the rth cumulant in general and first four
moments as special cases, for the group variance component estimator.

2. Distribution of Components Sums of Squares

TheJth observation in the fth group in one-way unbalanced classi
fication, is represented by an equation.

Yi) = m + Oi + en, (2.1)

^ =1, 2, ... rtj, /=1, 2 k, «< =N^,
where m is the grand mean (fixed), Oi, effects due to groups, are i i d
normal with mean zero and variance e^), error variables independent
of Oi, are i i d normal with mean zero and variance n< is the ith group

.size; k is the number of groupsand N isthe total number of observations.
Here ol, the group variance, and aj, the error variance, are known as
variance components of the model (2.1).

The between groups sum of squares, SSB, is defined by

SSB = S n, {Yi - Y)*, (2.2)
/=1

where

y=i '=1

are the means.

Using the model equation (2.1), SSB in (2.2) can be written as
k

SSB = s m {as + Bi — d - eY,

where

/!< k
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1 ^and a = > m ai.
"fti

Let Zi = Of + Ci, then SSB becomes

k . _ . •
SSB = S (Z, - Z)«

<=1 '

(2.3)

where

k .

z=^ 2 mz,. z- = (z, z*)
/=!

and

Af = (ffj/y) with OT/; =
M >- -f )•

m n,

It can be seen that, under the assumptions laid downin model (2.1), Z

is a multivariate normal vector with mean as null vector and variance
coYariance matrix, as a diagonal matrix V, given by

\ "l "i /

with <t2 + «, a2.

Let Ai, A,, , , . Aj.j are the non-zero characteristic roots of matrix
U = VM, then (2.3) can be expressed as (see Box, [1])

k-l

SSB = A, Ut, . (2.5)

where Ui,, Uu-i are the independent chi-squares each with single
degrees of freedom.

By elementary matrix operations for the determinantal equation
I U —XI \ = 0 and following Lamotte [7], the characteristic roots A, of
the matrix U can be expressed as

(2.6)

where

X*, (r = 1, 2, . . . i —1). are ^he non-zero roots of the matrix ^(2.4),

i = j

i^j

(2.4)
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whose elements depend on group sizes only. Now using (2.6), the expres
sion for SSB in (2.5) becomes __

SSB = (A; a2 + (Tj),
t=l ,

(2.7)

where the non zero characteristic roots A* of M are exclusively functions
of group sizes.

It is known that, under the assumptions laid down in the model (2.1),
the within groups sum of squares

SSE= r S (Yo- Y,)'
/=1 y=i

is distributed as ,

a2 X« N- k. (2.8)

Singh [12] has used the expressions (2.7) and (2.8) to derive the non-
null distribution of ANOVA f-ratio and whence the probability ofgetting
negative estimates of the group variance component estimator in a two
variance components model. The next section uses these expressions for
deriving the moments for the estimator ofthe group variance component,
or®, in the model (2.1).

3. Moments of the Group Variance Components Estimator

The analysis of variance estimator of the group variance component
in the model (2.1) (Henderson, [5]) is defined by

where

SSB

- k - 1

SSE

N - k_

k^ I
nL

NI
i=l

(3.1)

Now using the results (2.7) and (2.8) the estimator <7? can be expressed
as a linear combination of independent chi-squares variables as given by

L t=l

^ - -L

;v-i

;=l

N - k

(3.2)
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where

rA!,T?4.a2 ~ • -
t= 1,2, . - 1

k^{k - 1) •

81 "

L ifci (Af - yk) ' ^~ ^ ^ ~ ^
and Ui, U2, . . . , Un-1, are independent chi-squares each with single '
degree of freedom.

The expression for the rth. cumulant of (3.1) can be, obtained as
(see Box [1], theorem 2.2)

• N-i

kr = 2'-Vr^ ^ (At)r
/=!

\'
= 2'-i I r = 1

/

(N-k)

Wxpanding the term (A* + a'̂ y by the binomial expansion and re
arranging it, we get

Kr
2'--i ( r - 1

{k^r (k
/=^o , t=l

+ (-l)'
(N - k)'-^

By using the relation of Box [1]
k-1

S^(A;)r=^M', r>l .
where (r denotes trace of a matrix, the expression for kr, in (3.3), becomes

(3.3)

(3.4)

kr =
2'-i I r~ I ,

(k^y {k

r

::V.S (] ) '•
+ (,2). 1: + (-')• ]\ (k - i)--^ ^ (N - ky-^) (3.5)

The simplified form of>r, the rth cuinulant of a^, given in (3.5) above,
has been derived with the help of the result (2;7) which has been obtain
ed using the relation (2.6) of characteristic roots.

The result (2.7), for distribution of SSB, has made the binomial
expansion applicable in separating out the group variance component
o2 and the error variance component o^ from the variance povariance
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matrix. Now the value of moments/cumulants for for any order can be

obtained from (3.5) for any value of or aj juit by evaluating the trace
of the power of the matrix M. As the elements of M are functions of
group sizes only, so there is no need of evaluating the trace of the power
matrix for each value of the variance components, or respectively

for computing the moments of

The first four cumulants ofal, obtained from (3.5) are given by
ki •"a'

N - I . 2 al / cl y U 1
' LUV (fc - 1) {N-ky k^{k- 1) "^A k^ ) (k- 1)«J.

UM

\W)k^ {k- 1)»
Are = 8

and

Vl V (n- l)(iV-2fc+ 1)r/ Y (n - 1
A ftV {k- D" (TV - k)^

, ^ "U V , Z' V U -\
k'Kk^ ) (k-\f ^ \k^ ) (fe- D".

+
^ ( "l Yf tr M' , , f <^l \* U M'
^ \ k^ ) \ k' ) ik - 1)* ^ ^ k^\ k"- ) ik- 1)«

, / Y ^ 1
Uw (fc - 1)^ J'

where tr (My for r = 1, 2, 3, 4 . . . can be obtained from (2.4)

k

t,M=N- a nJjN
i=l '

= A:Mfc-l).

'•^• =[(2 tt) S "? •
L\i=i / 1=1 1=1 J

k k 0 , / * 2 \

/=! i'=l \ /=! /

k f k ^

+ S ^+ s
(=1 \ <=l

A.
N*

- 3
ni

N

(3.6)
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and

k k , 2 / ^ 2 \*

i=l/'=l \ /=1 / ,

1=1 \ i=\ '

The central moments of can now be obtained from (3.7) above, with
the following relations .

[*1 = kf, l^a = and '̂4 = ^4+ 3fc|. (3.8)
Leone and Nelson [8] and Leone et al. [9], while investigating empiri

cally the sampling distribution of the variance components estimators
in nested designs, found that for normal populations the Pearson type III
curves are suitable for approximating the distribution of variance com
ponents estimators. Using the moments of the components sums of
squares in one way ANOVA model David and Johnson [3] have approxi
mated the distribution of a linear combination of sums of squares corres
pond, in general to curves of Pearson type IV to study the effect of non-
normality and heterogeneity of variance on tests of general linear hypo
thesis. Similarly, the moments expressions (3.6) can be used to approxi
mate the sampling distribution of the group variance correspondent
estimator (3,1) to a suitable curve. The other use of these moments

can be for estimating the sampling error or the efficiency of the estimator

»2-
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